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ABSTRACT

Systematic classroom observation is often used in evaluating and enhancing the quality of classroom instruction. However, classroom observation can potentially suffer from human bias. In addition, the traditional classroom observation is too expensive for resource-constrained environments (e.g., Sub-Saharan Africa, South and Central Asia). A cost-effective automation of classroom observation could potentially enhance both quality and resolution of feedback to the teacher, and hence potentially result in enhancing quality of instruction. Audio-based automatic classroom observation using supervised deep learning techniques has yielded good results in limited contexts. However, one challenge when using supervised techniques is the high cost of collecting and labelling the classroom audio data. One solution for such data-starved scenarios is to use semi-supervised learning (SSL) which requires significantly lesser data and labels. This paper explores an audio-adaptation of the state-of-the-art SSL FixMatch algorithm to automate classroom observation. An adaptation of the FixMatch algorithm was proposed to automate the coding for the Stallings class observation system. The proposed system was trained on classroom audio data collected in the wild. The supervised approach had an F1-score of 0.83 on 100% labeled data. The proposed FixMatch adaptation achieved an impressive F1-score of 0.81 on 20% labeled data, 0.79 on 15% labeled data, 0.76 on 10% labeled data, and 0.72 using only 5% of labeled data. This suggests that algorithms like FixMatch that use consistency regularization and pseudo-labeling have a great potential for being used to automate classroom observation using a small labelled set of audio snippets.
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1. INTRODUCTION

Quality and inclusive education is one of the United Nation’s sustainability development goals. Education has long been considered as one of the most important factors in improving the quality of life of individuals. Increased quality of education has been shown to increase Gross Domestic Product (GDP) per capita by about 0.5% and consequently results in a decrease in Infant Mortality Rate (IMR) by about 0.6% (Jamison et. al, 2007). It is important to highlight that merely increasing the quantity of educational institutions does not result in reduction in poverty or IMR as seen in Tanzania (Wedgwood, 2007). Classroom teaching is backbone of most educational system and teachers represents a key leverage point for improving student learning outcomes, both in the long and the short term (Chetty et al, 2014). Therefore, improving classroom teaching practice and quality is paramount. Classroom observations provides effective feedback to teachers and can potentially result in better classroom practice and improved learning outcomes. For example, classroom observation has been shown to be an effective tool in assessing teacher quality in low-income countries like the Ugandan secondary schools where classroom observation was successful in quality of instructional practices with sufficient variance and high inter-rate reliability (Seidman et al., 2018).

Formally, classroom observation is defined as a tool that offers an unobstructed view and an understanding of how the teacher teaches in a realistic classroom setting (Martinez et al., 2016). There are many classroom observation systems (e.g., Stallings, CLASS, etc.) (Bell et al., 2018). One advantage of using the much simpler Stallings’s observation system is that it was modestly correlated with the more expensive and complex CLASS
system. Benefits of Stallings’s system have also been validated in developing countries in addressing student learning outcomes (Bruns et al., 2016).

Regardless of the observation systems being used, class observation as performed today is not without drawbacks. One obvious issue is that the observers may not hold a completely objective viewpoint, and may make a biased judgement based on their own preferences (Werner, 2018). Furthermore, it is entirely conceivable that the teacher may change their behavior when being observed. This may be more likely if the observer was an administrator. In addition, the students’ behavior also may change as well. Another issue is that many classroom observation systems have been known to give inflated teacher evaluations (Werner, 2018). Classroom observation can also cause teachers further stress and anxiety as they are generally not accustomed to being observed and this causes them to believe that their professional competence is going to be questioned or judged (Borich, 2016). Finally, the low frequency with which classroom observation are conducted (Lam, 2001) means the teachers do not have an opportunity to correct their classroom practice midstream. Rather, they must typically wait for a year before receiving any feedback.

This paper is based on the Stallings class observation because this simpler approach lends itself easily to automation via deep learning. In specific, the use of a state-of-the-art semi-supervised learning algorithms that requires a fraction of labeled data was used to train a neural network model that can use classroom audio data to automatically extract Stallings’s classroom observation categories. The remainder of the paper is organized as follows. Related work is discussed next, followed by a brief description of the Stallings classroom observation system. The semi-supervised learning (SSL) approach used is then briefly explained. This is followed by the results of the SSL-based system with different percentage of labelled data used along with the comparison against the fully supervised approach. The paper ends with a conclusion and future work.

2. RELATED WORK

Machine learning has been used previously to perform classroom observations. Typically, such systems use audio or multimodal data. Some examples of each are provided below.

2.1 Systems using Audio Data Only

Earlier, many approaches to automate classroom observation used traditional machine learning methods. For example, classroom audio was collected in a Randomized Control Trial (RCT) from 4th grade classrooms of low performing schools in Chile using a microphone connected to the teachers’ mobile phones, length of such recording was between 18 minutes to 77 minutes (Schlotterbeck et al., 2021). The data was then classified using Random Forest into a modified version of the COPUS (Classroom Observation Protocol for Undergraduate STEM) where the different codes of the system are categorized into three categories; presenting, guiding and administration (Owens et al., 2017). Different representations of the data were used (e.g., Decibel scaled Mel Spectrograms, Mel Frequency Cepstral Coefficients (MFCC), and Amplitude) and fairly high Accuracy of 86%, 83%, and 96% respectively were reported for the three categories. However, there were large disparities in the recall scores across all categories (e.g., recall of 1 for negative samples and 0 for positive samples in the case of administration). Similarly, another system (Wang et al., 2014) used recordings of mathematics lessons from 13 different elementary schools in Michigan, ranging from the 1st grade to the 4th grade. The system was based on the Language Environment Analysis System (LENA) (Ford et al., 2008) and provided information about the quantity and distribution of classroom lectures. The teachers were asked to turn on the LENA recorder and put it in a pouch worn around their necks, and teach the lesson normally. At the end of the lesson, they were asked to turn off the recorder and connect it to a laptop. The data was then extracted from the recorder and sent to a remote server, where the data was analyzed to yield the four metrics of teacher talk, student talk, overlapping speech, and non-speech (silence or noise). The recorded audio was divided into 30 second segments and coded by 2 independent coders into 3 different activity types of teacher lecturing, the whole class discussion, and class group work. In each of the audio segments, each of the 4 metrics were calculated and were used as the independent variables to classify the audio into one of the three activities. Random Forest achieved classification accuracies of 88.1%, 79.7% and 83.3% for lecture, discussion and group work respectively leading to an overall classification accuracy of 84.37% (Wang et al., 2014). Another approach with audio only data was presented in (James et al., 2019) where data from 92 classrooms from...
multiple preschools in Singapore was used. Each datapoint was about 20 minutes long in classrooms of 10-15 students and consisted of different types of activities such as small group discussions between students and teacher-student interactions. The audio was collected using a microphone worn by the teacher. Since this was a single microphone setup the audio was not of high fidelity and consisted of a large amount of background noise in addition to the audio of the teacher and students, even the audio between the teacher and student were not always intelligible. This was a largely accurate representation of a classroom environment where the activities are largely dynamic and uncontrolled. Preliminary speech detection was used to recognize and remove silences and any non-speech acoustic features from the audio recordings. Diarization was then performed using the LIUM toolkit (Meignier, Merlin, 2010). The conversational features were extracted from both the LIUM clusters and the low-level audio features like MFCC. Kruskal-Wallis test and other correlation algorithms were used for feature selection. The features selected were then passed through nine different conventional machine learning algorithms using 10-fold cross-validation to classify the lessons as having a negative or positive climate based on the CLASS observation system. The traditional machine learning methods achieved accuracy scores of between 70% and 80%.

2.2 Systems using Multimodal Data Only

Recently, there has been a surge in methods that utilize multimodal data (i.e., data from different modalities such as audio, video, text). Multimodal methods typically result in better performance since the different modalities are used in conjunction with each other resulting in a richer representation of the data giving the model more information (Summaira et al, 2021). One such system that utilized multimodal data was CLEVER (Classroom Evaluation and Video Retrieval) (Qiao & Beling, 2011) that used audio and video data from classrooms and classified them based on the CLASS protocol. CLEVER used video and audio metrics to bridge the gap between semantic assessment concepts to make them quantifiable and measurable. The system did this by relating the audio/video metrics with feature variables that could be using video and audio processing techniques such as topical detection, synchronization, silence detection, etc. These feature variables were then used to classify the classroom videos according to CLASS categories. The system used a variation of supervised learning known as Multiple Instance Learning (MIL) where instead of a label, there was a set of training bags. MIL is used in cases where there is ambiguity associated with the labels of the training examples. The dataset used for training and testing the system consisted of 40 video clips of 3 minutes each of upper-level systems engineering courses at the University of Virginia which were labeled by 10 expert CLASS coders. The model performed differently for labels set by each of the different coders, ranging from a minimum accuracy of 58.5% to maximum accuracy of 94.7%. The variance in the results of the model was attributed to the different interpretations of each video clip by the different coders.

While the aforementioned research shows the potential of using machine learning for automating aspects of classroom observation, however, none of these approaches addressed the issue of the cost of labelling the data. To the best of our knowledge, this paper is the first to present using an SSL based strategy to address the problem of classroom observation.

3. STALLINGS CLASSROOM OBSERVATION SYSTEM

This paper used the Stallings classroom observation system. The Stallings classroom observation system was developed by Jane Stallings in the late 1970s to evaluate the efficiency and quality of basic education teachers in the United States (Stallings, 1977). In this method, the human observer takes a 15 second 360-view of the entire classroom every 5 minutes in a 50-minute lesson. The observer notes down their observations on a structured coding sheet. This classroom observation system evaluates the frequency of activities that the teacher conducts (e.g., question-answering, lecturing, classwork etc.), the materials that teacher utilizes (e.g., whiteboard, textbook, computer etc.) and the student group sizes that teacher is working with. Table 1 shows a summary of some of the activities that are coded under the Stallings system (World Bank Group, 2017).
Table 1. Classroom activities and their descriptions in the Stallings system

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classwork</td>
<td>One or more students engaged in solving problems on the board, writing papers or engaged in any other conventional classwork activities.</td>
</tr>
<tr>
<td>Classroom Management</td>
<td>Teachers/Students engaged in classroom administrative tasks such as handing our graded exams, taking attendance, switching activities etc.</td>
</tr>
<tr>
<td>Lecture/Demonstration</td>
<td>Teacher or another medium explaining the academic content to the students.</td>
</tr>
<tr>
<td>Practice &amp; Drill</td>
<td>Activities/tasks undertaken by the student in order to improve retention and reinforce the material such as multiplication tables, vocabulary, spelling etc.</td>
</tr>
<tr>
<td>Discussion/ Q &amp; A</td>
<td>Students and/or teachers engage in a discussion/conversation in regards to some academic material e.g., clarification of queries, exchange of ideas.</td>
</tr>
<tr>
<td>Reading Aloud</td>
<td>The teacher and/or student reading aloud the contents from a medium e.g., presentation slides, textbook, paper etc.</td>
</tr>
</tbody>
</table>

Many of the Stallings system activities are not amenable to be detected using audio only. This paper considered only four Stallings categories of classroom management, lecture, practice and drill, and Q&Â.

4. DATASET

The audio data used to train and test the models were obtained from Stallings-type classroom observation videos from semi-rural schools in Pakistan (Zualkernan et al., 2014). The classroom observation videos were collected by enumerators who used their mobile phone cameras and/or low-end video cameras to record the classroom videos. In total, 646 audio sessions were coded according to the Stallings coding manual (The World Bank, 2015). The 646 audio files were split into 3-second interval audio clips without overlap, resulting in 5,392 total audio clips. The audio data collected consisted of 263 female teachers and 383 male teachers across a variety of subjects such as English, Arabic, Mathematics and Science. Table 2 below shows the distribution of the four Stalling categories of classroom management, lecture, practice and discussion/Q&Â across the different subjects.

Table 2. Distribution of audio clips according to subject

<table>
<thead>
<tr>
<th>Subject</th>
<th>Classroom Management</th>
<th>Lecture</th>
<th>Practice</th>
<th>Q &amp; A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>0</td>
<td>35</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>English</td>
<td>766</td>
<td>630</td>
<td>424</td>
<td>544</td>
</tr>
<tr>
<td>Math</td>
<td>580</td>
<td>1221</td>
<td>200</td>
<td>492</td>
</tr>
<tr>
<td>Science</td>
<td>147</td>
<td>353</td>
<td>424</td>
<td>0</td>
</tr>
</tbody>
</table>

5. METHODOLOGY

5.1 Proposed FixMatch Adaptation

FixMatch is a state-of-the-art semi-supervised learning (SSL) training algorithm for deep neural networks (Sohn et al., 2020). FixMatch uses consistency regularization and pseudo-labeling. Consistency regularization utilizes unlabeled data by in essence, assuming that the model will output similar prediction to inputs where perturbations have been applied and the same input when fed to the model as is (Bachman et al., 2014). This technique is used by many of the recent state-of-the-art SSL algorithms such as the Π-model and temporalensembling (Laine, Aila, 2017). When using consistency regularization, the model is trained using both labeled data via a standard supervised learning classification loss function and on unlabeled data using something similar to (1). Consider γ(.) to be a perturbation function which is applied to some input μ_b, where μ_b is the b-th example in the batch. (y|γ(μ_b)) represents the class distribution produced by the model for the perturbed example. B is the number of unlabeled examples in a batch.

$$\sum_{b=1}^{B} \| \text{loss}(\gamma(\mu_b)) - p(y|\gamma(\mu_b)) \|^2$$  \hspace{1cm} (1)
Since both \( p \) and \( \gamma \) are stochastic functions, the values of the two terms will be distinct. One is essentially calculating squared \( L^2 \) loss between the values, however cross-entropy loss between the two values can be used as well. Pseudo-labeling is the idea of using the model itself to obtain artificial or pseudo-labels for the unlabeled examples in the dataset. Examples, whose “hard labels” (i.e., \( \arg \max \) of the predicted class distribution for the input) are greater than a predefined threshold \( \tau \) are classified as such. (2) is used as the loss function for pseudo-labeling. Let \( q_b = (y|\mu_b) \) and \( q_b^\gamma = \arg \max (q_b) \). \( 1(\text{predicate}) \) is a boolean function which is 1 when the predicate is true and 0 when the predicate is false. \( H \) is the cross-entropy loss function.

\[
\frac{1}{\beta} \sum_{b=1}^{B} \text{max} \left( q_b \geq \tau \right) H(q_b^\gamma, q_b)
\]  

(2)

Using hard labels in pseudo-labeling makes it closely related to entropy minimization (Grandvalet & Bengio, 2004) where the model’s prediction is encouraged to have low-entropy on unlabeled data.

FixMatch uses weak and strong transformations on the inputs of the model. Weak transformations slightly distort the input example, are initially applied to the input example, and used to produce the artificial label of the example. This label is then used as the target for the example when it is fed to the model after applying the strong transformations, while heavily perturbing the example.

This paper proposes the weak and strong augmentations for audio data as shown in Figure 1 (a) and Figure 1 (b).

(a) Weak Transformation

(b) Strong Transformation

Figure 1. Sequence of Weak Transformations Applied

The loss function for FixMatch uses two cross-entropy loss terms; a supervised loss \( l_s \) applied to the labeled data and an unsupervised loss \( l_u \) for the unlabeled data. \( l_s \) (3) is the standard-cross entropy loss function that is used when using the weakly-perturbed examples as the input to the model. Consider \( \beta \) as the number of labeled examples in a batch. \( \gamma(.) \) represents a function which applies the sequence of weak transformations. \( x_b \) represents the \( b^{th} \) example in the batch.

\[
l_s = \frac{1}{\beta} \sum_{b=1}^{B} \left( p(y|x_b) \right)\]

(3)

The unlabeled loss, \( l_u \) computes cross-entropy loss between the artificial label \( q_b^\gamma \) (\( \arg \max \) of the model’s predicted class distribution on the weakly transformed version of the same unlabeled example) and the model’s output for the strongly transformed version of the unlabeled example. (4) represents the equation for the same. Consider \( \Gamma(.) \) to represent a function which applies the sequence of strong transformations, \( \tau \) is a scalar hyperparameter which denotes a threshold above which the artificial label is retained. \( B \) is the number of unlabeled examples in a batch.

\[
l_u = \frac{1}{B} \sum_{b=1}^{B} \left( \text{max}(q_b) \geq \tau \right) H(q_b^\gamma, p(y|\Gamma(x_b)))\]

(4)
Both labeled and unlabeled loss are combined as in (5), which is the loss function \( l \) minimized by FixMatch. \( \lambda_u \) is a fixed scalar hyperparameter which represents the relative weight of the unlabeled loss.

\[
l = l_s + \lambda_u l_u
\]  

(5)

This paper proposes the adapted FixMatch algorithm shown in Fig. 2 to classify classroom observation audio. The classification Model used in the FixMatch algorithm is shown in Figure 3. The classification Model was inspired by the architecture described in (Salamon & Bello, 2017) which was successful in classifying audio data from the UrbanSound8K (Salamon et al., 2014) with 98.60% accuracy, and the ESC-10 and ESC-50 with 97.25% and 95.5% accuracy respectively (Piczak, 2015). The original CNN proposed in (Salamon & Bello, 2017) had three convolutional layers with 24, 48 and 48 layers respectively and used an input size of 128x128. However, (Zualkernan & Khan, 2020) found that using 5 convolutional layers with 128, 96, 96, 32 and 64 filters respectively and an input shape of 8x16x1 gave better results on the classroom audio data. Batch normalization was applied after each convolutional layer and dropout is applied after the 1st, 3rd and 5th convolutional layer. This followed by three fully-connected layers. SGD optimizer with Nesterov momentum were used to train the model. The model was implemented using Pytorch.

Figure 2. Adapted FixMatch Algorithm for classroom observation audio

Figure 3. The classification Model used in the FixMatch Algorithm

5.2 Training and Testing

The original classroom audio data was resampled for each 3-second interval at 48 KHz and scaled between -1 and 1. The data was then split according into an 80/20 training and testing set such that there was equal number of examples of each of the four classroom activities in the test set. Accordingly, then, three separate training sets were generated, a labeled set where no transformations were applied, a weak set where the weak transformations were applied, and a strong set where the strong transformations were applied. For each of the training sets, the MFCCs were then calculated with \( n_{	ext{mfcc}} \) value of 128 using the Librosa library. The mean across the first axis of the calculated MFCCs was then reshaped it into (8,16,1) to be fed to the CNN. The same training/testing scheme as proposed in (Sohn et al., 2020) was followed.
The initial learning rates for the model were set to $1.6 \times 10^{-5}$ for each of the different experiments, informed by the experiments performed in (Zualkernan & Khan, 2020). For a learning rate schedule, a cosine learning rate decay (Loshchilov & Hutter, 2016) was used which sets the learning rate to (6). $\eta$ is the initial learning rate, $k$ is the current training step and $K$ is the total number of training step. For all models, the total number of training steps was 5000.

$$\eta \cdot \cos\left(\frac{\pi k}{16K}\right)$$ (6)

Finally, a batch size of 64 was used for training and threshold $\tau$ is set to 0.95. To observe the viability of the proposed adapted FixMatch, the proposed model was trained and tested under four experimental conditions and then compared with a fully supervised baseline. The four conditions used 20% labeled data, 15% labeled data, 10% labeled data and 5% labeled data. Table 3 shows the number of training cases used for each condition.

<table>
<thead>
<tr>
<th>Activity</th>
<th>% Labeled data used for training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100%</td>
</tr>
<tr>
<td>Class Mgmt.</td>
<td>1223</td>
</tr>
<tr>
<td>Lecture</td>
<td>1969</td>
</tr>
<tr>
<td>Practice</td>
<td>354</td>
</tr>
<tr>
<td>Q&amp;A</td>
<td>766</td>
</tr>
<tr>
<td>Total</td>
<td>4312</td>
</tr>
</tbody>
</table>

6. RESULTS

Table 4 shows the F1-scores of the trained systems under different experimental conditions. Table 4 clearly shows that even with a fraction of the amount of labeled data, the system performed well. For example, there was only a 0.08 drop in F1 score of the system when only 10% of labelled data used for training. There is, however, an expected larger drop in performance when one moved from 10% to 5% of data. The results generally show that the proposed architecture worked well and was able to use only 5% of the data to achieve very reasonable results.

<table>
<thead>
<tr>
<th>Activity</th>
<th>% Labeled data used for training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100%</td>
</tr>
<tr>
<td>Class Mgmt.</td>
<td>0.83</td>
</tr>
<tr>
<td>Lecture</td>
<td>0.75</td>
</tr>
<tr>
<td>Practice</td>
<td>0.72</td>
</tr>
<tr>
<td>Q&amp;A</td>
<td>0.61</td>
</tr>
<tr>
<td>Macro Avg.</td>
<td>0.73</td>
</tr>
<tr>
<td>Weight Avg.</td>
<td>0.73</td>
</tr>
</tbody>
</table>

As Figure 4 shows the confusion matrices under various conditions. As the figure shows, there does not seem to be a systematic difference between the types of errors being made as the percentage of labels changes. In addition, Q&A seems to be confused with Practice. This could largely be attributed to the fact that both sets of activities follow similar patterns that consist of prolonged quiet spells with sporadic spoken responses. The ROC curves shown in Figure 5 also confirm that qualitatively the models seem to training in a similar manner. Figure 5 also shows that at lower percentages of labelling (5% and 10%) Lecture and Q&A are confused, most likely due to the sound predominantly being the voice of the teacher, however, this issue is largely handled better at larger label percentages.
7. CONCLUSION

The process of automating any aspect of the classroom observation task in resource-constrained environment remains a challenge. Unavailability of labelled data is a key detriment. This paper proposed and evaluated an audio version of the FixMatch algorithm to automate classroom observation using on audio classroom data only. Preliminary results are promising. If successful, this stream of work will allow for automating classroom observation in the resource-constrained regions in a more economical way. The primary limitations of this study are the relatively small size of the dataset and the requirement of manual pre-cleaning of the data. These can however be addressed in the future. Furthermore, to improve the performance of the system, other architectures like transformers can be leveraged.
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